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Abstract. One of the computationally intensive tasks in the numerical simulation of dynamic
systems discretized on an unstructured grid over the sphere is to find a number of spherical minimum
covering polygons of given locations, whose vertices are chosen from the grid points. Algorithms have
been proposed attempting to perform this task efficiently. However, these algorithms only reduce the
linear search time for each polygon vertex candidate by a constant factor, and their polygon search
algorithms are mostly heuristic and tailored for specific classes of grids. With the increase in grid
resolution, the number of unstructured grid types, and dynamic generation of variable resolution
grids, these algorithms are no longer suitable for the computational task. It is necessary to develop
a more general, efficient, and robust search algorithm. We propose an algorithm, built on a modified
kd-tree algorithm, to search for minimum covering polygons of given locations from a set of grid points
on the sphere. After an O(n logn) time initialization to construct the kd-tree from n grid points,
the proposed algorithm takes an O(logn) expected time to find the minimum covering polygon for a
given location on the sphere (or the same expected asymptotic time with a smaller constant to obtain
an approximate solution). We present the modified kd-tree algorithm, showing its applicability to the
search problem. We present the search algorithm for the spherical minimum covering polygon and an
analysis of the algorithm’s computational complexity. To demonstrate the computational efficiency
of the proposed search algorithm, we apply it to the data sets of randomly generated data points on
the sphere from various distributions and to the data sets of two types of spherical grids, icosahedral
grid and Gaussian grid, which are widely used in the numerical simulation on spherical bodies.

Key words. minimum covering spherical polygon, nearest neighbor search, modified kd-tree,
unstructured grid
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1. Introduction. Unstructured grids on the sphere have become more popular
in recent years in the development of global models that numerically simulate the fluid
dynamics on Earth and other spherical bodies [17, 22, 19, 20]. During the preprocess-
ing (initial condition generation, data assimilation, stencil indexing computation) and
postprocessing (remapping to various grids for diagnosis and visualization), various in-
terpolation and projection operations are often required. One of the computationally
intensive tasks associated with these operations is to find a set of spherical polygons
from the discretization grids for a number of given locations, such that each polygon
covers a given location and has the minimum combined distance from its vertices to
the given location. We refer to this spherical polygon as minimum covering spherical
polygon, or minimum covering polygon (MCP). We will give the formal definition of
MCP in a later section. Intuitive and straightforward algorithms to search for an
MCP have been suggested and implemented. These algorithms reduce the search
time by presorting and indexing the grid points and latitudinal zones and by limiting
the range of the geographic coordinate values for the search (e.g., [14]). However,
these methods only improve the computational efficiency by a constant factor over
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A1670 NING WANG

an exhaustive linear search, in finding the MCP vertex candidates, and their MCP
search algorithms are mostly heuristic and often designed for specific classes of grids.
With the increase in the grid resolution, the number of unstructured grid types, and
dynamic generation of variable resolution grids, the need has arisen to create a more
general, efficient, and robust algorithm for this computational task. As one would
expect, the desired MCP search algorithm should be built on an efficient proximity
search algorithm on the sphere.

Proximity search on the sphere is in essence an optimization problem in metric
space. Let n be the number of points distributed over the sphere. Straightforward
nonhierarchical linear search methods have an O(n) time complexity with or without
precomputed and indexed search regions. Research in computational geometry offers
a rich library of algorithms for proximity search. Nearest neighbor search algorithms
for general metric space are asymptotically better [11, 25, 8] than linear time search
algorithms. Furthermore, it is straightforward to show that a nearest neighbor search
on the sphere with its distance metric defined as the great circle distance is equivalent
to a nearest neighbor search in its corresponding ambient three-dimensional Euclidean
space. Therefore, we can adopt one of those more efficient nearest neighbor search
algorithms in Euclidean space [12, 6, 9, 2].

From the perspective of computational complexity, there are two classes of nearest
neighbor search algorithms for Euclidean space, one offers logarithmic or sub-linear
worst case query bounds at the expense of greater preprocessing time and space, and
the other offers logarithmic expected query time bounds with mostly linear preprocess-
ing space. In a d dimensional Euclidean space, for the former class of algorithms, the
worst case query time are typically bounded byO(2O(d) log(n)) (orO(dc log(n)), c ≥ 5)
with O(nO(d)) preprocessing space [1]. More recent research of the subject has been
focused on the approximate algorithms for high dimensional space that alleviate the
“curse of dimension,” the exponential growth of query time and preprocessing space
with dimension d ([3, 10, 13], for example).

From the requirement of the MCP search algorithm and practical considerations,
we propose to use the kd-tree algorithm [7, 12], with some additions and modifications,
in the MCP search algorithm. A kd-tree is a balanced binary tree that partitions a
general multidimensional Euclidean space. The nearest neighbor search algorithm
based on the kd-tree is known to be efficient in a low dimensional Euclidean space.
After an O(n logn) time initialization, a kd-tree search algorithm takes an O(log n)
expected time to answer the nearest neighbor query, assuming that distribution of
data points are largely uniform [12]. Although grid points on the sphere are not uni-
formly distributed in three-dimensional Euclidean space, they are, nevertheless, rather
regularly distributed in its subspace, a two-dimensional manifold (a two-dimensional
sphere). Besides, spherical grid points reside in a low dimensional space, which is
most important for the performance of the nearest neighbor search in Euclidean space.
Numerical experiments we conducted have shown that for most spherical grids, the
kd-tree search algorithm (with the required modifications) performs extremely well.

It is difficult and inefficient to use the classic kd-tree in the MCP search algorithm.
The main issue is that if we have a large number of neighboring grid points that reside
on the same half space, relative to the query point (a given location for an MCP
search), the search of kd-tree will return many nearest neighbor points that cannot
make a spherical polygon that covers the query point. Therefore, it is essential to
modify the kd-tree so that the search space is limited to a specified angular area (a
lune on the sphere). In other words, we modify kd-tree to do a “directional” search
for the nearest neighbor.

D
ow

nl
oa

de
d 

05
/0

8/
15

 to
 1

40
.1

72
.2

53
.1

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

MINIMUM COVERING POLYGON SEARCH ON SPHERE A1671

With the proposed modified kd-tree, we can construct an efficient MCP search
algorithm. Under the guidance of a few geometric propositions presented in this
article, we create a search algorithm that finds the MCP for a given point with a small
constant number of calls to the nearest neighbor search routine of the modified kd-tree
algorithm. Briefly, for a given point p, we iteratively search the nearest neighbors of
p in specified lunes and find and update the candidates for vertices of the MCP. In an
expected constant number of iterations, the search algorithm goes through all possible
combinations and finds the solution, a sequence of vertices that forms the MCP for p.

The article is organized as follows: section 2 discusses the feasibility of using
the modified kd-tree for the MCP search problem and gives a detailed description of
the modified kd-tree algorithm. In section 3, we present the MCP search algorithm
based on the modified kd-tree and show its space and time complexity for the average
and the worst case. Section 4 presents several experiment results to confirm the
time complexity of the modified kd-tree algorithm and the MCP search algorithm.
Both search algorithms are tested with random data sets of different resolutions and
distributions, and the MCP search algorithm is applied to two specific spherical grids,
the icosahedral grid and Gaussian grid, of different resolutions. Finally in section 5,
we conclude the article with a summary of the performance, extensibility, and other
possible applications of the proposed algorithms.

2. Nearest neighbor search on the sphere and the modified kd-tree
algorithm. The algorithms for a nearest neighbor search in a Euclidean space are
much more efficient than those in a general metric space, especially in relatively low
dimensional settings. In the following, we claim that a nearest neighbor search on a
sphere using the angular distance metric can be done with a nearest neighbor search
in its corresponding Euclidean space.

2.1. Metric spaces of equivalent proximity relations. The next proposition
and the arguments followed show that Euclidean space and angular distance metric
space on the sphere are equivalent in terms of proximity relation.

Proposition 2.1. Let (X, d1) and (X, d2) be two metric spaces, where X is a set
and d1, d2 are metrics on X. The two spaces have the equivalent proximity relation if
for any u0 ∈ X, two closed metric balls

B(u0, r1, d1) = {x ∈ X |d1(u0, x) ≤ r1} and
B(u0, r2, d2) = {x ∈ X |d2(u0, x) ≤ r2}

are equal for any r1 and a corresponding r2.
It is trivial to show the proposition. Since the metric balls B(u0, r1, d1) and

B(u0, r2, d2) are identical when r1 and r2 are set to the respective nearest neighbor
distances, two metric spaces must have the same nearest neighbor for any point u0.

Now we consider two metric spaces (X, da) and (X, de), where X is a point set on
the unit (d− 1)-sphere in Rd, and da and de are the angular and Euclidean distance
metrics, respectively. For u, v ∈ X , u = (u1, u2, . . . , ud), v = (v1, v2, . . . , vd),

da(u, v) = cos−1 (u1v1 + u2v2,+ · · ·+ udvd),

de(u, v) = ((u1 − v1)
2 + (u2 − v2)

2 + · · ·+ (ud − vd)
2)1/2.

It is straightforward to verify that the two metric spaces have the equivalent
proximity relation. Let θ be the angular distance between u and v. Since

da(u, v) = θ, de(u, v) = (2− 2 cos(θ))1/2 = 2 sin(θ/2), 0 ≤ θ ≤ π,(2.1)

we have B(u0, ra, da) = B(u0, re, de) when re = sin(θ/2)(θ/2)−1ra.

D
ow

nl
oa

de
d 

05
/0

8/
15

 to
 1

40
.1

72
.2

53
.1

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

A1672 NING WANG

Therefore, nearest neighbor search on the 2-sphere with respect to the angular
distance metric is equivalent to the nearest neighbor search in its ambient three-
dimensional Euclidean space.

Note that the above conclusion is valid for a general (d − 1)-unit sphere in d
dimensional Euclidean space.

2.2. The kd-tree algorithm. A kd-tree is a binary tree that uses orthogonal
hyperplanes to partition a multidimensional Euclidean space. It is known to be an
effective data structure for various geometric queries.

In the following, we give a brief description of the kd-tree and its nearest neighbor
search algorithm to provide some background information for the description of the
modified kd-tree algorithm in the next subsection. For more details of the analysis
and implementation of the kd-tree algorithm, interested readers are referred to the
cited references.

In a kd-tree, each node represents a bounded space of d dimensions, and each
child node represents a subspace of its parent node. The union of all bounded spaces
at any tree level represents the whole search space. The algorithm to construct a
kd-tree is as follows: Starting at the root node of the tree, the algorithm selects a
dimension according to a given dimension-selection algorithm and divides the space
into two subspaces such that each subspace has an equal number of points. Two
child nodes are then created for the two subspaces and are linked to their parent. The
above procedure is carried out recursively on the subspaces until the number of points
in each node at the bottom level of the tree reaches a specified number (bucket size).
The nodes at the bottom level of the tree are called leaf nodes, or buckets.

The search algorithm works as follows: First, it traverses down the kd-tree recur-
sively, following the subspaces that are on the same sides of the hyperplanes as the
query point, to the leaf node. In the leaf node, it computes the distances between the
query point and all data points within the node to find the current nearest neighbor
point (CNNP) and the current nearest neighbor ball (CNNB) which is centered at
the query point with the current nearest neighbor distance as the radius.

The search algorithm then starts a procedure to unwind the recursive search
and update the CNNP and CNNB if necessary. The procedure checks if the CNNB
intersects the subspace of the sibling node. If it does, the algorithm searches the sibling
node by invoking this entire search algorithm at the sibling node, which includes
traversing down from there to a leaf node, and possibly updating the CNNB and
CNNP. If it does not, or at the completion of the search of the sibling node, the
search algorithm returns (moves up) to its parent node and repeats the procedure at
that level. The search terminates when it returns from the two recursive calls at the
root node.

The time required to construct the kd-tree is determined by the depth (or equiva-
lently the bucket size) of the kd-tree. It is bounded by O(n log(n)) if an O(n) median
search algorithm is used. The space requirement for the kd-tree data structure is
determined by the number of nodes in the kd-tree, which has the maximum value of
2n. Therefore, the space complexity is bounded by O(n).

To search for m nearest neighbors of the query point, the algorithm just needs to
be modified to have a list containing m CNNPs and to set the CNNB’s radius to be
the longest nearest neighbor distance among all CNNPs currently in the list.

2.3. The modified kd-tree algorithm with an angularly bounded search
space. The difficulty of searching for MCPs with the classic kd-tree is that we can-
not specify a direction, or a range of directions, to search for the nearest neighbor.
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1π

π 2

hp1 hp2

tv2tv1
Rectangle outside search space

Corner test positive

Corner test negative

Rectangle inside search space

Fig. 2.1. Illustration of the overlap test process of the modified kd-tree search algorithm. The
lighter shades are two half spaces, and the darker shade is the intersection of the two half spaces,
the area for the nearest neighbor search.

This special feature of nearest neighbor search is critical to the implementation of an
efficient MCP algorithm, as we have discussed in the previous section.

We propose to modify the kd-tree algorithm as follows.
The kd-tree will be constructed with the original algorithm. To search for the

nearest neighbor in a bounded angular space, we pass to the search routine, in addition
to a query point p, a pair of normal vectors hp1 and hp2, which specify the boundaries
of the two half spaces. The intersection of the two half spaces represents the angular
space to be searched. During a search, for each hyperrectangular subspace represented
by a kd-tree node, we test if it overlaps with the bounded search space. If it does, we
proceed the search as the classic kd-tree. Otherwise, we skip the subspace and go on
to the next subspace.

To efficiently perform the above test, we maintain a pair of test vectors tv1 and
tv2 that represent two out of 2d vertices, of the d dimensional hyperrectangle being
tested, such that vectors tv1− p and tv2− p have the greatest projections on the two
normal vectors hp1 and hp2. At each node, we compute the projections of tv1 and tv2

on hp1 and hp2, respectively. If either projection is negative, then the hyperrectangle
being tested does not overlap with the partial space specified by hp1 and hp2, the
search space. If both projections are positive, then it is likely (but not always) that
the hyperrectangle being tested overlaps with the search space. In other words, the
above algorithm tests the necessary but not sufficient condition for overlap of the
search space and a hyperrectangle. At the leaf level, we test each point within the
leaf node and only update the CNNP and CNNB for the points that are inside the
search space.

Figure 2.1 illustrates the above algorithm in a two-dimensional case. In the fig-
ure, the wedge-shaped area (in darker shade) is the intersection of two half spaces
(in lighter shade) that needs to be searched; rectangular areas are the partitioned
subspaces to be tested for overlap. Note that in addition to the 16 small rectangular
subspaces, there are also 8, 4, and 2 larger rectangular subspaces in the figure that
correspond to kd-tree nodes at different upper levels. The two upper vertices of each
subspace are used as test vertices (vectors) tv1 and tv2, since they have the greatest
projections on the normal vectors hp1 and hp2. Each circle marker indicates that the
vertex of the subspace is tested positive and each square marker indicates a negative
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A1674 NING WANG

result. A solid round marker in the center of the subspace indicates that the subspace
is likely overlapped with the search space, and a solid square marker indicates that its
subspace is outside the search area and should not be included for further examination.
(For the clarity of the figure, we only plot the markers for the leaf level subspaces.)

The partitioned subspaces to be examined change as the search moves to a new
node, while the vertices that the test vectors use for each subspace (the two upper
vertices of each rectangle in the case shown in Figure 2.1) remains the same. These
vertices are determined by the two normal vectors hp1 and hp2. For computational
efficiency, we compute the tv1 and tv2 as we traverse the kd-tree. Due to the orthog-
onal partition scheme of the kd-tree, each time the search moves to a new node, there
is at most one component of the test vector that needs to be updated.

The complete algorithms for the modified kd-tree is given here. The tree con-
struction algorithm needs no modification. It is enclosed for the sake of completeness.
The search algorithm contains several changes. The underlined statements indicate
the additions and modifications to the classic kd-tree search algorithm.

2.4. A brief discussion of the performance of the modified kd-tree al-
gorithm. First, we examine the situation of searching the nearest neighbor on the
sphere without a pair of bounds. In this case, the modified kd-tree should behave just
like the classic kd-tree.

Friedman, Bentley, and Finkel have given an expected search time analysis for
the kd-tree algorithm [12]. They asserted that under certain assumptions, nearest
neighbor search with kd-tree takes an O(log n) expected time. The two important
assumptions are (1) the hyperrectangles are relatively compact, meaning that the
maximum ratio between the longest and shortest sides are not too great, and (2) the
dimensionality d of the search space is relatively small (d � log(n)), and it is inde-
pendent of the data size n. In our case, condition (2) is met perfectly, with n ranging
from hundreds of thousands to millions and d being 3. As for condition (1), if we
adopt the strategy used in [12] to partition the dimension with the maximum spread
of data points in dimToPartition() (line 13 in Algorithm 2), we will have relatively
compact hyperrectangles, thus the condition will be mostly satisfied as well.

Now we examine the nearest neighbor search in a lune. The computation at
each node remains minimum, O(d) operations. We compare the number of nodes
visited by the modified kd-tree and the classic kd-tree. For the modified kd-tree, if it
has the same CNNB radiuses along the traverse path as the classic kd-tree, because
of the additional bound check for the lune, the search algorithm will visit less nodes
(hyperrectangles). However, at the same time, because of this bound check, the search
algorithm takes more time to find qualified CNNPs and to update the radius of the
CNNB, causing more nodes to be visited. The situations could become extremely
unfavorable for the modified kd-tree as the lunes to be searched become very narrow
and the initial setting of the radius of the CNNB is significantly delayed. In these
situations, it could improve the search performance dramatically if we can provide a
reasonable initial value for the radius of the CNNB (search range) to start the search.
Fortunately, for most applications including MCP search, it is not difficult to provide
such an initial value. In MCP search, as we will find, the narrower the lune to be
searched, the more accurate (smaller) search range is available to specify.

3. Search algorithm for MCPs on the sphere. We first define the spherical
MCP for a given point p.

Definition 3.1. On the sphere S, for a given point p ∈ S and a set of points
P ∈ S, the spherical MCP for p (MCP(p)) of m vertices is the simple polygon on the
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Algorithm 1. kd-tree search (modified from the classic kd-tree search

algorithm).

1: procedure SearchKDTree (p, hp1, hp2, inclusive, range ,nni ,nnd , m)
2: Set nni[1:m] (Indexes of nearest neighbors) to null
3: Set nnd[1:m] (Radiuses of the nearest neighbor balls) to range
4: Set dos[1:d] (Distances to other sides of the partition) to 0.0
5: Set the testing vertices tv1[1:d] ← sign(hp1[1:d]), tv2[1:d] ← sign(hp2[1:d])
6: {Make all arguments available in the global space accessible by all functions.}
7: Convert p = (φ, λ) to p = (x1, x2, x3)
8: SearchTree(p, root)
9: end procedure

10: procedure SearchTree (query, node)
11: if node.leaf = true then
12: For the points in the bucket within the search subspace, compute and update the

nni[1:m] and nnd[1:m] if necessary.
13: return
14: else
15: ds ← query(node.partDim ) - node.partVal
16: if ds < 0.0 then
17: curPsum ← psum
18: SearchTree(query , node.leftChild)
19: psum ← curPsum + d2s − dos[node.partDim ]
20: Save dos [node.partDim ], tv1,2[node.partDim ]

21: dos[node.partDim ]← d2s
22: tv1,2[node.partDim ]← max(node.partVal , tv1,2[node.partDim ])
23: if psum < nnd [m] and InSearchSpace(tv1, tv2) then
24: SearchTree(query , node.rightChild)
25: end if
26: Restore dos[node.partDim ], tv1,2[node.partDim ] to the saved values.
27: else
28: curPsum ← psum
29: SearchTree(query , node.rightChild)
30: psum ← curPsum + d2s − dos[node.partDim ]
31: Save dos [node.partDim ], tv1,2[node.partDim ]

32: dos[node.partDim ]← d2s
33: tv1,2[node.partDim ]← min(node.partVal , tv1,2[node.partDim ])
34: if psum < nnd [m] and InSearchSpace(tv1, tv2) then
35: SearchTree(query , node.leftChild)
36: end if
37: Restore dos[node.partDim ], tv1,2[node.partDim ] to the saved values.
38: end if
39: end if
40: return node
41: end procedure

42: function InSearchSpace (tv1, tv2)
43: if (tv1 − query) · hp1 ≥ 0.0 ∧ (tv2 − query) · hp2 ≥ 0.0 ∧ inclusive = true then
44: return true
45: end if
46: if (tv1 − query) · hp1 > 0.0 ∧ (tv2 − query) · hp2 > 0.0 ∧ inclusive = false then
47: return true
48: end if
49: return false
50: end function
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Algorithm 2. kd-tree construction.
1: procedure Build-kd-tree
2: ml ← logn {maximum tree levels}
3: root ← BuildTree(points , 1, n, 1)
4: end procedure

5: function BuildTree (points , lower , upper , level )
6: node ← newNode()
7: if level > ml then
8: node.leaf ← true
9: node.lowerBound ← lower , node.upperBound ← upper

10: else
11: node.leaf ← false
12: middle ← (lower + upper)/2
13: node.partDim ← dimToPartition(points , l, u) {Find a dimension to partition}
14: node.partVal ← points [node.partDim ][middle ] {Record partition value}
15: partition(points , lower , upper , node.partDim) {Partition points into 2 subsets}
16: node.leftChild ← BuildTree(points , lower ,middle, level + 1)
17: inode.rightChild ← BuildTree(points ,middle, upper , level + 1)
18: end if
19: return node
20: end function

sphere, defined by a sequence of m points vi ∈ P, such that (i)
∑m

i=1 d(p, vi) is mini-
mized, where d(., .) denotes the geodesic distance on S, and (ii) p ∈ Π(SPL(p)), where
Π(SPL(p)) is the point set of the spherical polygon defined by the vertex sequence
{v1, v2, . . . , vm}.

Apparently, according to Proposition 2.1, in the above definition d(p, vi) can be
replaced with the Euclidean distance ‖p− vi‖.

Now we examine the relations and connections between the nearest neighbors of
p and the vertices in MCP(p). Since it will be shown later that an MCP(p) (m > 3)
can be easily constructed from the minimum covering triangle (MCT(p)), we start
the discussion with the case of m = 3.

For the ease of description, we define the following notation.
Letters p, q, r, s, t, u, v, denote unit vectors on the sphere S. As a convention for

this article, p denotes the point for which the MCP is being searched, and r the
nearest neighbor of p.

Geodesic circle πu,v = {x | (u− v/(u · v)) · (x − u) = 0, x ∈ S}.
Geodesic circle π⊥

u,v = {x | (u× v) · (x− u) = 0, x ∈ S}.
Half-sphere Hu,v = {x | (u− v/(u · v)) · (x− u) ≥ 0, x ∈ S}.
Half-sphere H⊥

u,v = {x | (u× v) · (x− u) ≥ 0, x ∈ S}.
Bounded partial space on the sphere (Lune) Ls,t,u,v = H⊥

s,t ∩H⊥
u,v

Here, (u− v/(u · v)) is a vector in hyperplane spanned by u and v, tangential at
u, from the projection of v on the tangent plane to u.

Proposition 3.2. Let r be the nearest neighbor of p, on the sphere S. Then r ∈
MCT(p).

Proof. Suppose that MCT(p) = {v1, v2, v3} and r is the nearest neighbor of p.
Without loss of generality, we assume that r and v3 both belong to the partial space
Lp,v2,v1,p. Then {v1, v2, r} also make a spherical triangle that covers p. Since r is
closer to p than v3, r should replace v3 in MCT(p).
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MINIMUM COVERING POLYGON SEARCH ON SPHERE A1677

Therefore, the search for the MCT(p) is reduced to finding a pair of two closest
points to p, which together with r form a spherical triangle that covers p. Furthermore,
if we can identify one of the two vertices, then the last one can be easily found by one
nearest neighbor search in a specified lune.

It is apparent that the second vertex must be in the half-sphere Hp,r. This half-
sphere can be considered as a union of several lunes divided by geodesic circle π⊥

p,qi ,
where qi are points in half-sphere Hp,r. For each subspace (lune), we search for a
closest pair of points (one point ru in the lune and the other in a lune determined by
p, r, and ru) as the candidates for the MCT(p). The best pair of candidates, which
has the smallest combined distance, is the pair of vertices that we are searching for.

The following proposition indicates how to find this pair of two vertices for a
specified subspace after the first vertex of MCT(p), r, is found.

Proposition 3.3. Let r be the nearest neighbor of p. If ru is the nearest neighbor
of p in the partial space Lq,p,r,p (Lp,q,p,r), where q is a point in half-sphere Hp,r, then
point ru is the candidate for a member of MCT(p) for the partial space Lq,p,p,ru
(Lp,q,ru,p).

Proof. We show the proposition for one of the two cases, as the two cases are
entirely symmetric. Let ru be the nearest neighbor of p in Lq,p,r,p, and s be the
nearest neighbor of p in Lru,p,p,r. Apparently, r, ru, and s makes a spherical triangle
that covers p. Since no point in Lq,p,p,ru is closer to p than ru, and since point r′u
in Lq,p,p,ru can only have an s′ in Lr′u,p,p,r ⊂ Lru,p,p,r to form a spherical triangle
that covers p, and by definition s′ cannot be closer to p than s, the combined distance
from ru, s to p is minimum for any qualified triangle that has one vertex in the partial
space Lq,p,p,ru .

Corollary 3.4. Let r be the nearest neighbor of p, and ru be the nearest neighbor
of p in Lq1,p,p,q2 , where q1 and q2 are points in H⊥

r,p∩Hp,r and H⊥
p,r∩Hp,r, respectively.

If ru ∈ π⊥
p,r, then ru is the candidate for a member of MCT(p) for the partial space

Lq1,p,p,q2 . If q1, q2 ∈ πp,r and ru ∈ π⊥
p,r, then ru ∈ MCT(p); in addition, if rn is the

nearest neighbor of p in P \ {r, ru}, then vertex set {r, ru, rn} forms MCT(p).
Proof. From Proposition 3.3, if ru ∈ π⊥

p,r, ru is the candidate for a member of
MCT(p) for the partial space Lq1,p,r,p ∪ Lp,r,p,q2 = Lq1,p,p,q2 . When q1, q2 ∈ πp,r,
Lq1,p,p,q2 = Hp.r, the entire half-sphere. We know there is at least one vertex of
MCT(p) in this half-sphere, thus ru ∈ MCT(p). Since r, p, and ru lie on the same
great circle, it is apparent that the nearest neighbor of p in P \ {r, ru}, rn, together
with r, ru form a spherical triangle that covers p.

With Propositions 3.2 and 3.3, using the modified nearest neighbor search algo-
rithm, we can find the minimum covering spherical triangle for any given point p and
a set of points P on the sphere with the following strategy. First, we find the nearest
neighbor of p in P , r, and add it to MCT(p) as the first vertex. Then we search the
half-sphere Hp,r for the second vertex with this procedure.

Initially, we set hp1, hp2 toHp,r, and then repeat the following: finding the nearest
neighbor rui as a possible candidate for the second vertex in the lune defined by hp1

and hp2; (each geodesic bound of a lune is inclusive when it equals πp,r, and exclusive
otherwise) updating either hp1 to H⊥

rui
,p or hp2 to H⊥

p,rui
, depending on which side of

the geodesic circle π⊥
p,r the point rui resides; finding the nearest neighbor in the lune

Lrui
,p,p,r (or Lp,rui

,r,p), as a possible candidate for the third vertex; and updating the
current best candidates for the second and third vertices of MCT(p) if necessary. To
calculate the optimal nearest neighbor search ranges for the second and third vertices,
one should use the distances from p to the current best candidates for the second and
third vertices, r, and rui .
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r

u1

1

ru2
r 2

3

ru3

4
5

ru4

...

p

Fig. 3.1. Illustration of the MCP search algorithm. In the figure, p is the query point, and
the small circles are the data points; r is the nearest neighbor of p, and rui is the nearest neighbor
found during the ith iteration, in the lune marked by the arc i.

The above steps repeat until one of the following two conditions is satisfied:
(1) there is no rui that can be found in the current lune which satisfies d(p, rui ) <
d(p, v1) + d(p, v2) − d(p, r), where v1 and v2 are the current best candidates for the
second and third vertices; (2) an rui is found in hyperplane π⊥

p,r (Corollary 3.4).
Figure 3.1 illustrates the main idea of the MCT search algorithm with an example.

The two shaded sectors indicate the lunes that have been searched after two iterations,
where ru1 is the nearest neighbor of p in Hp,r. Each arc marked with i indicates the
lune being searched in the ith iteration for the nearest neighbor rui . The triangle in
dashed lines is the MCT(p).

Once the minimum covering spherical triangle MCT(p) is found, it is straightfor-
ward to find the MCP(p) with more than three vertices.

Proposition 3.5. Let MCP(p) be a minimum covering spherical polygon of p
with m vertices, where m > 3. Let v1, v2, and v3 be the three vertices of the minimum
covering spherical triangle, MCT(p). Let P be the set of points on the sphere to be
searched. Then MCP(p) = {v1, v2, v3}�{v4, . . . , vm}, where {v4, . . . , vm} is a sequence
of m− 3 nearest neighbors of p, in P \ {v1, v2, v3}, and operator � denotes the insert
operation that creates a simple spherical polygon of m vertices.

Proof. Since {v4, . . . , vm} are closer to p than any other points in P \ {v1, v2, v3},∑m
i=1 d(p, vi) is minimized. We just need to show MCP(p) = {ṽ1, . . . , ṽm} covers

p, where {ṽ1, . . . , ṽm} is an appropriate permutation of the sequence {v1, . . . , vm}.
Following the same logic of the proof for Proposition 3.2, we infer that no member of
{v4, . . . , vm} can be inside the spherical triangle MCT(p) = {v1, v2, v3}, which implies
that the spherical polygon created with {v1, v2, v3} and {v4, . . . , vm} can only be a
union of the spherical triangle MCT(p) = {v1, v2, v3} and some additional spherical
polygons that are formed with vertices {v4, . . . , vm} and vertices in MCT(p). Thus
we can conclude that MCP(p) = {ṽ1, . . . , ṽm} covers p.

We give the entire algorithm in Algorithm 3. Note that in the description of
the algorithm notation Hu,v and H⊥

u,v denote the normal vectors of the associated
half-spheres. Notice that the function Insert() at line 49 is not specified. There could
be different ways and preferences to insert these m − 3 nearest neighbor points to

D
ow

nl
oa

de
d 

05
/0

8/
15

 to
 1

40
.1

72
.2

53
.1

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

MINIMUM COVERING POLYGON SEARCH ON SPHERE A1679

Algorithm 3. MCP search algorithm.
1: function MCP-Search (p, m, mcp)
2: mcp[1 : m]← 0,mcpd [1 : m]← π, incl [1 : 2]← true ,nv ← 1
3: SearchKDTree (p,0,0, true, π,nni ,nnd , 1)
4: mcp[1]← nni [1],mcpd [1]← nnd [1], r ← points [mcp[1]] – Proposition 3.2
5: if p = r then
6: CompleteMCP(mcp,nv) – The MCP(p) will be formed with m NNs.
7: return
8: end if
9: hpv2[1]←Hp,r, hpv2[2]←Hp,r, range ← π,nv ← 3

10: while true do
11: SearchKDTree (p, hpv2[1], hpv2[2], incl , range ,nni ,nnd , 1)
12: if nni = NULL then
13: CompleteMCP(mcp,nv) – The MCT(p) is found, to complete the MCP(p).
14: return
15: end if
16: cvi [2]← nni [1], cvd [2]← nnd [1], ru ← points [cvi [2]]
17: if H⊥

r,p · ru = 0 then
18: SearchKDTree (p,0,0, true, π,nni ,nnd , 3) – Corollary 3.4
19: if nni [2] �= cvi [2] then
20: cvi [3]← nni [2], cvd [3]← nnd [2]
21: else
22: cvi [3]← nni [3], cvd [3]← nnd [3]
23: end if
24: if cvd [2] + cvd [3] < mcpd [2] +mcpd [3] then
25: mcpd [2 : 3]← cvd [2 : 3],mcp[2 : 3]← cvi [2 : 3]
26: end if
27: CompleteMCP(mcp,nv) – The MCT(p) is found, to complete the MCP(p).
28: return
29: else
30: if H⊥

r,p · ru > 0 then
31: hpv3[1]←H⊥

ru,p, hpv3[2]←H⊥
p,r, hpv2[1]← hpv3[1], incl [1]← false

32: else
33: hpv3[1]←H⊥

p,ru , hpv3[2]←H⊥
r,p, hpv2[2]← hpv3[1], incl [2]← false

34: end if
35: end if
36: range ← mcpd [2] +mcpd [3]− cvd [2]
37: SearchKDTree (p, hpv3[1], hpv3[2], true, range ,nni ,nnd , 1)
38: cvi [3]← nni [1], cvd [3]← nnd [1]
39: if cvd [2] + cvd [3] < mcpd [2] +mcpd [3] then
40: mcpd [2 : 3]← cvd [2 : 3],mcp[2 : 3]← cvi [2 : 3]
41: end if
42: range ← mcpd [2] +mcpd [3]−mcpd [1]
43: end while
44: end procedure

45: function CompleteMCP (mcp,nv) – Proposition 3.5
46: SearchKDTree (p,0,0,∞,nni ,nnd ,m)
47: for i = 2→ m do
48: if nni [i] �= mcp[1] . . . and nni [i] �= mcp[nv] then
49: Insert(mcp,nni [i])
50: end if
51: end for
52: end function
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Fig. 3.2. Illustration of two different ways to form a simple polygon from the same set of five
vertices. In the figure, two identical MCTs are depicted with the solid lines, and two different 5-sided
polygons are depicted with both solid and dashed lines, and two different sequences of vertices.

an MCT(p) to create a simple polygon (Figure 3.2, for example). We leave the specifics
of this function to the implementer. The upper bound for the time complexity of this
insert function should be O(m2), which is independent of n, the size of P .

3.1. Analysis of the time complexity of the MCP search algorithm.
Through the discussion in section 2.4, we can assume that the modified kd-tree finds
the nearest neighbor in an expected O(log(n)) time. Now, we examine how many
expected iterations there are for the while loop (from line 10 to line 43) in Algorithm 3.

For all practical purposes, we assume that the distribution of the data points over
the sphere is largely uniform. With this assumption, we have the following claim.

Claim 3.6. The expected number of iterations for the MCP search algorithm
(Algorithm 3) is independent of the number of points that are uniformly distributed
on the sphere.

We argue the claim without a rigorous proof.
Let a set of n data points be randomly, uniformly distributed on the unit sphere,

and let us assume that the number of points within a given distance from a random
location follows Poisson distribution. Through some basic calculation of geometric
probability, we find that the expected nearest neighbor distance for a random query
point p, λd to be 1/2(4π/n)1/2. Furthermore, it can be calculated that the expected
distance from a query point p to the nearest neighbor in half-sphere Hp,r is less than
2λd.

Thus the expected search ranges for the second vertex, in the while loop iterations,
should be less than 3λd. On the other hand, within this search range, there could be,
on expectation, no more than 10 data points, or, O(1) number of data points.

Therefore, for uniformly distributed data points, the while loop in Algorithm 3 will
terminate after a constant number (approximately 3–4, on expectation) of iterations.

The numerical experiment in next section confirms the claim, and it shows that
the number of iterations for the while loop does not change when the number of data
points varies from thousands to tens of millions. The number of iterations changes only
when the distribution of the data points changes. It increases when the distribution
becomes less uniform. The maximum number of iterations for the least uniform data
distribution in the experiment is about 4.7.

With Claim 3.6, we can conclude that the expected time to perform an MCP
search in a largely uniform data set is O(log n).

The above discussion also alludes to the worst case analysis of the MCP algorithm
for unevenly distributed data sets. Suppose that within the search range there are
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MINIMUM COVERING POLYGON SEARCH ON SPHERE A1681

O(n) data points and that these points are arranged in a way such that every point
needs to be checked during the while loop; it is apparent that the worst case time
complexity is O(n logn).

It is obvious that the worst case analysis is not applicable to most applications of
the proposed MCP algorithm. For those applications in the numerical simulation of
fluid dynamics on the sphere, the grid points will never be arranged like the contrived
case, since any grid similar to the contrived grid layout will not be useful to discretize
a dynamic system.

In some applications, it is sufficient to compute an approximate MCP. We can
obtain an approximate algorithm from Algorithm 3 by simply changing the while loop
block to a one-pass block. For this approximate MCP search algorithm, we have the
same asymptotic expected time complexity. However, as is shown in the numerical
experiment, on average, it will run twice as fast as the algorithm that finds the true
MCP.

4. Numerical experiments. We carry out two numerical experiments: one for
the nearest neighbor search on the sphere using the proposed modified kd-tree and the
other for the MCP search on the sphere using the proposed MCP search algorithm.
The second experiment is conducted for two versions of the MCP search algorithm
that return a true MCP and an approximate MCP, respectively.

4.1. Experiment 1: Nearest neighbor search on the sphere using the
modified kd-tree. We test the modified kd-tree algorithm with four types of ran-
domly generated data sets. These data sets are generated with the following defini-
tions, and they are shown in Figure 4.1.

Let X be a random variable following U(0, 1) distribution and Y be a random
variable calculated from X . Let φ, λ be latitude and longitude values.

(a) Random data set with a uniform distribution on the sphere:

Ssp = {(φ, λ) | φ = cos−1(2X − 1.0)− π/2, λ = 2πX}.
(b) Random data set with a uniform distribution in latitude and longitude:

Sφλ = {(φ, λ) | φ = (X − 0.5)π, λ = 2πX}.
(c) Data set (a) plus a high density region [λ1, λ2]× [φ1, φ2]:

Ssp∪{(φ1,λ1),(φ2,λ2)} = Ssp ∪Rsp,

and

Rsp = {(φ, λ) | φ = cos−1(2Y − 1.0)− π/2, λ = λ1(1.0−X) + λ2X},
where Y = (1.0 − X)u1 + Xu2 and u1 = (cos(φ2 + π/2) + 1.0)/2.0, u2 = (cos(φ1 +
π/2) + 1.0)/2.0.

(d) Data set (b) plus a high density region [λ1, λ2]× [φ1, φ2]:

Sφλ∪{(φ1,λ1),(φ2,λ2)} = Sφλ ∪Rφλ,

and

Rφλ = {(φ, λ)|φ = φ1(1.0−X) + φ2X,λ = λ1(1.0−X) + λ2X}.
Data set (a) simulates uniform spherical grids, such as icosahedral grids [5] and

cubed-sphere grids [19], and data set (b) simulates uniform Cartesian grids, such as
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(a) Uniform distribution on the sphere. (b) Uniform distribution in φ−λ coor-
dinate.

(c) Uniform distribution on the sphere
with a high density region.

(d) Uniform distribution in φ−λ coor-
dinate with a high density region.

Fig. 4.1. Four types of randomly generated data sets used to test the performance of the modified
kd-tree search algorithm and the MCP search algorithm.

Gaussian grids [24]. Data sets (c) and (d) simulate those two types of grids with a
locally nested or compressed high density region.

We conduct the nearest neighbor search test in several ways. First we test the
full-space search, which is identical to the nearest neighbor search of the classic kd-
tree. Thus the search algorithm of the modified kd-tree should perform similarly to
that of the classic kd-tree. This test is to verify that the overhead is minimal due to
the modifications.

Then we test the modified kd-tree for the half-sphere search, with half-spheres
specified by randomly generated planes. For this test, we maintain the search range
to be the length of the side of the entire search space. We expect to observe some
performance differences compared to the full-space search.

Finally, we examine the performance of the modified kd-tree under the context
of the MCP search. Pairs of planes are generated to form various sizes of lunes of
random orientations, and we search the nearest neighbors within these lunes. In these
tests, we set the search ranges to some conservative values which are multiples of the
expected nearest neighbor distances of the data sets.

For each type of search, we test data sizes from about 10,000 to 40,000,000.
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(a) Data sets: distribution (a).
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(b) Data sets: distribution (b).
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(c) Data sets: distribution (c).
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(d) Data sets: distribution (d).

Fig. 4.2. Search test for the modified kd-tree algorithm. In each plot, the x axis indicates
the number of grid points (in thousands), and y indicates the number of floating point number
computations; each curve indicates the average number of floating point number computations for
one nearest neighbor search.

Figure 4.2 shows the test results. Each plot in the figure has its data sets created
corresponding to one of the distributions depicted in Figure 4.1. Query points are
drawn from the spherical uniform distribution (distribution (a)). A fixed number
(163,842) of queries are made to the database for each test. An average number of
floating point number operations per query for each test is obtained and used to plot
a point in each curve. For each distribution, eight different sizes of lunes are searched
for the nearest neighbor and eight curves are drawn in the corresponding plot. The
angle sizes of the lunes are set to 360◦ (whole space search), 180◦ (half space search),
90◦, 45◦, 20◦, 10◦, 5◦, and 1◦. For each lune which has size less than or equal to 90◦,
we set the search range to be five times the expected adjacent grid points distance.

We observe several things that are expected from the experiment. First, the
numbers of floating point number operations used to find the nearest neighbor follow
closely to the logarithm growth for all curves and in all four distributions of data
points. Second, there is a small increase of computation for half sphere search, which
is caused by the delay of updating the radius of the CNNB and by the “within the
search space” bound test. We notice that with an appropriate initial search range,
the performance of the search improves. Examining the plot closely, we also notice
that for the same initial search range, the smaller the angular size of the lune, the
more the computations. However, this increase of computation is rather minimum.

In addition, we implemented a nonhierarchical nearest neighbor search program.
This program implements a linear search algorithm with some enhancements. At the
initialization, grid points are sorted in their latitudes, and an appropriate number
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(a) Data sets: distribution (a).
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(b) Data sets: distribution (b).
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(c) Data sets: distribution (c).
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(d) Data sets: distribution (d).

Fig. 4.3. Search test for enhanced nonhierarchical search algorithm. In each plot, the x, y axis
and curves carry the same meaning as those in Figure 4.2.

of latitudinal zones are created. Each latitudinal zone is pointed by an entry in an
index table. When the algorithm searches the nearest neighbor of a query point, it
just needs to search the data points in the same zone (of the query point) and two
neighboring zones. Thus, the algorithm achieves a constant factor speed-up.

To compare the search performance, we run this nonhierarchical search algorithm
in the same settings. The number of queries made to the data sets are also fixed to
163,842. The data sizes range from 2.56k to 160k in order to complete the test in a
reasonable amount of time.

The test results in Figure 4.3 show a clear linear computational complexity in
data size n for the nonhierarchical search algorithm. It should be noted that for
some specific grids, the performance of the nonhierarchical algorithm can be further
improved by introducing some special algorithms and data structures. However, these
improvements are neither generally viable nor asymptotically significant.

4.2. Experiment 2: MCP search on the sphere. The MCP search algo-
rithm finds a spherical covering polygon whose vertices are closest to the given point
in their combined distance (Definition 3.1). Figure 4.4 shows an example of such a
mesh of polygons (MCPs, m = 3).

In addition to the four data sets that we used to test the modified kd-tree in
section 4.1, we also test two commonly used spherical grids in weather and climate
modeling: icosahedral grid [5] and Gaussian grid [24].

An icosahedral grid is an unstructured grid created with recursive or nonrecursive
subdivisions of the faces of an icosahedron and projections of the vertices to the sphere.
Its grid points are rather uniformly and regularly distributed over the sphere. With
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(a) (b)

Fig. 4.4. A mesh of spherical MCTs. The triangles are created from a set of uniformly
distributed random data points on the sphere (solid dots). The points to be covered (circular dots) by
the triangles are obtained from the same distribution. In the figure, (b) is a zoomed-in area within
(a), between 20◦ N and 40◦ N latitudes and 10◦ E and 30◦ E longitudes.

the standard recursive construction algorithm, the upper bound of the maximum ratio
of distances between adjacent grid points is about 1.195114 [23]. High resolution
icosahedral grids have been used in several global models to simulate small scale
atmospheric circulations [17, 21, 16].

A Gaussian grid is a Cartesian grid with its grid points equally spaced (in terms
of their longitude values) along latitudinal circles, but these latitudinal circles are not
equally spaced. Rather, they are located at the colatitudes of the arccosine of the
roots of the Legendre polynomials, the abscissas of the Gaussian quadrature, hence
the name. This grid is specially designed to efficiently discretize dynamic systems
over the sphere that are simulated using spectral methods [18, 4, 15].

We test all six types of data sets of various data sizes, similar to what we have
done for the modified kd-tree. Since we have already understood the performance
of the nearest neighbor search algorithm of the modified kd-tree, and since we know
it takes only one more call to the nearest neighbor search routine to complete a
general MCP(p) (m > 3) after an MCT(p) is found (Proposition 3.5), we focus this
test on how many iterations on average are required to find an MCT(p) in the while
loop, comparing this number with the theoretical estimate. Table 4.1 shows the test
results. The numbers in all rows are the average numbers of iterations in the while
loop computed from 163,842 searches. All query points except for those in the last
row are drawn from distribution (a). The query points in the last row are drawn from
distribution (b).

It is clear that the number of iterations for the while loop in MCP search algorithm
does not change with the data size, as predicted by the analysis. This number depends
only on the distributions of the grid points and query points. The worst case, in
our experiment, happened when both grid points and query points are nonuniformly
distributed on the sphere with much higher density in the high latitude area.

Finally, we present the overall performances of the MCP search algorithm, in
the same setting, in Figure 4.5. In the figure, plot (a) shows the performance of the
MCP search described by Algorithm 3 and plot (b) shows the performance of the
approximate version of the algorithm, which exits the while loop after one iteration.
The figure shows pretty good search performance of both versions of the algorithm to
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Table 4.1

MCP search experiment results.

Average number of iterations for the while loop in MCP search
Grid Point # 10k 40k 160k 640k 2,560k 10,240k 40,960k
Gaussian grid 3.63 3.65 3.65 3.66 3.66 3.66 3.65
Icos. grid 3.11 3.11 3.11 3.11 3.11 3.11 3.11
Distribution(a) 3.49 3.50 3.49 3.49 3.49 3.49 3.48
Distribution(b) 3.48 3.49 3.49 3.49 3.50 3.49 3.48
Distribution(c) 3.50 3.49 3.50 3.49 3.49 3.49 3.48
Distribution(d) 3.51 3.50 3.49 3.49 3.49 3.48 3.48
Gauss. & Dist.(b) 4.44 4.54 4.60 4.66 4.70 4.69 4.27
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Fig. 4.5. The MCP search performances. In both plots, the x axis indicates the number of grid
points (in thousands), and y indicates the number of floating point number computations. Plot (a):
exact MCP search. Plot (b): approximate MCP search.

very large data size. We make two observations about the MCP search performance
depicted in the figure: (1) for the most uniform grid, icosahedral grid, we get the best
performance, which clearly demonstrates the logarithm behavior; the less uniform the
grid, the greater the number of floating number computations; (2) for the approximate
version of the MCP algorithm, the speed-ups are not proportional to the reduction of
the number of iterations, which is closely related to the number of modified kd-tree
searches. The reason is that during the first iteration in the while loop the search
range is set to a much bigger default value (π, line 9 in Algorithm 2), compared to the
searches that follow in the while loop; therefore more nodes in the kd-tree are visited,
and more computations are needed. The second observation is consistent with the
performance of the modified kd-tree in Figure 4.2.

In practice, the performance and robustness of the MCP search algorithm can
be further enhanced by adding some practical safeguards for the special cases that
will cause the algorithm to search a large amount of data points due to the round-off
errors. One such special case would be trying to find an MCP for a query point at the
poles from a Cartesian grid (Gaussian grid, for example), where all O(

√
n) nearest

neighbors are equal-distant to the query point. Without a safeguard, the round-off
error may delay the exit of the while loop significantly, resulting in many unnecessary
computations. To avoid this, we can check if the exit condition is within the range of
round-off error and exit the while loop earlier if necessary.

5. Conclusion. The analysis and numerical experiments have shown that the
modified kd-tree and the MCP search algorithms are efficient and robust for various
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spherical grids and for the data points that are randomly generated and uniformly
distributed on the sphere. Even for the most unevenly distributed data sets in the
numerical experiments we conducted, the search algorithms perform quite well. The
proposed MCP algorithm takes an O(n) space and O(n logn) time to complete the
initialization. After that, it takes an expected O(log n) time to find the MCP(p) for
a given query point p. In practice, the proposed MCP search algorithm reduces the
computation time to find all MCPs in high resolution grids (ranging from millions to
hundreds of millions of grid points) from a few hours to less than one minute.

The modified kd-tree algorithm can be used in other applications which require
nearest neighbor searches in partial Euclidean spaces (or partial spheres). For exam-
ple, if we want to find a chain of data points in a narrow stripe on the sphere, we
can apply the modified kd-tree algorithm repeatedly with the newly found nearest
neighbor as the new query point and with search lune covering the narrow stripe to
be searched. In pattern recognition and vector quantization, the modified nearest
neighbor search algorithm could be used to find a closest match in a partial feature
vector space. There could be various applications of the modified kd-tree algorithm
in scientific computations.

The MCP search algorithm and the modified kd-tree algorithm proposed could
be used in general multidimensional settings. Nothing in the description of both algo-
rithms limits search spaces to the three-dimensional Euclidean space (two-dimensional
sphere). In fact, all computations are described in the general d dimensional Euclidean
space. The MCP algorithm proposed can be used to find a set of m vertices on the
(d − 1)-sphere for a query point p, such that their combined angular distance (as
defined in d-vector space) to p is minimized and the polygon defined by the m found
vertices covers (embeds) the query point p. The performances of both search algo-
rithms will decrease with the growth of dimension d. However, as long as d� logn,
the proposed algorithms will still provide a significant computational advantage over
linear search.

Some considerations for parallel implementation have been given to the MCP
search algorithm. Since the algorithm has an expected logarithm search time, the
speed-up of the search time is not the main goal for parallelization. The primary
motivation for parallelization is to use high performance computers with distributed
memory systems to reduce preprocessing time and space on each processor, so that
we can solve this search problem on those computer systems for a much greater data
size. It is straightforward to implement the algorithm in coarse-grained parallelism on
a parallel computer with a distributed memory system. At each processor, a local kd-
tree is constructed from the grid points assigned to the processor. A nearest neighbor
query request is broadcasted to all P processors, and each processor conducts its own
local search with the same global search algorithm. After all searches are completed,
the local results are gathered from P processors, and the global nearest neighbor,
which is needed by the MCP search algorithm, is obtained from the local results.
To speed up the updating of the radiuses of CNNBs, a global minimum radius of
CNNB could be gathered and broadcasted once all local searches reach their first leaf
nodes.
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